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Abstract 
Deep learning modeling could provide to detected Corona Virus 

2019 (COVID-19) which is a critical task these days to make a treatment 

decision according to the diagnostic results. On the other hand, advances 

in the areas of artificial intelligence, machine learning, deep learning, and 

medical imaging techniques allow demonstrating impressive performance, 

especially in problems of detection, classification, and segmentation. 

These innovations enabled physicians to see the human body with high 

accuracy, which led to an increase in the accuracy of diagnosis and non-

surgical examination of patients. There are many imaging models used to 

detect COVID-19, but we use computerized tomography (CT) because is 

commonly used. Moreover, we use for detection a deep learning model 

based on convolutional neural network (CNN) for COVID-19 detection. 

The dataset has been used is 544 slice of CT scan which is not sufficient 

for high accuracy, but we can say that it is acceptable because of the few 

datasets available in these days. The proposed model achieves validation 

and test accuracy 84.4% and 90.09%, respectively. The proposed model 

has been compared with other models to prove superiority of our model 

over the other models. 

Keywords: Medical Image, Image Processing, Image Classification, Deep 

Learning, Convolutional Neural Network, Coronavirus, COVID-19.. 

( بناءً على التعلم COVID-19) 2019الكشف عن فيروس كورونا 

 العميق 
 محمد حسين عل ،  تقى عبدالمحسن سعدون

 الخلاصة: 

عن فيروس كورونا   توفر نمذجة التعلم العميق الكشف  ( الذي يعد  COVID-19)  2019يمكن أ ن 

مجالات  في  التطورات  ن  فا   ، أ خرى  ناحية  من  التشخيص.  لنتائج  وفقاً  العلاج  قرار  لاتخاذ  ال يام  هذه  حاسمة  مهمة 

عجاب ، لا   ظهار أ داء مثير للا  الذكاء الاصطناعي ، والتعلم الآلي ، والتعلم العميق ، وتقنيات التصوير الطبي تسمح ب 

زئة. مكنت هذه الابتكارات ال طباء من رؤية جسم الا نسان بدقة عالية  س يما في مشاكل الكشف والتصنيف والتج

المس تخدمة  التصوير  نماذج  من  العديد  هناك  للمرضى.  الجراحي  غير  والفحص  التشخيص  دقة  زيادة  لى  ا  أ دى  مما   ،

عن   )  COVID-19للكشف  المحوسب  المقطعي  التصوير  نس تخدم  لكننا   ،CT  .الاس تخدام شائع  ل نه   )

لى الش بكة العصبية التلافيفية )علاوة على ذ (  CNNلك ، نس تخدم للكشف عن نموذج التعلم العميق المستند ا 

من ال شعة المقطعية وهي ليست كافية   شريحة  544. تم اس تخدام مجموعة البيانات  COVID-19لاكتشاف  

ال يام.  هذه  في  المتاحة  القليلة  البيانات  مجموعات  بسبب  مقبولة  أ نها  القول  يمكننا  ولكن   ، عالية  دقة  على  للحصول 

والاختبار  النموذ التحقق  دقة  يحقق  المقترح  و  84.4ج  مع  ٪90.09  المقترح  النموذج  مقارنة  تمت  التوالي.  على   ٪

ثبات تفوق نموذجنا على النماذج ال خرى.  النماذج ال خرى لا 

  

1. Introduction  
New coronavirus (COVID-19) formerly known 

as (2019-nCoV) [1]-[2], has been reported in Wuhan, 

China [2]-[6], since late December 2019. The person-

to-person transmission has affected 212 countries 

around the world [6, 7]. Overall, COVID-19 is 

considered an acute disease but can also be fatal, with 

a 2% mortality rate. Severe illness may result in death 

from massive alveolar progressive respiratory damage 

and failure [2, 8]. Until this writing moment, there has 
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been a rapid increase in the number of corona disease 

cases as well as the number of deaths. From the 

situation report in Word Health Organization-209, 

16-August-2020, there are globally 21,294,854 

confirmed and 761,779 deaths [9]. Computed 

tomography (CT) is the preferred imaging method 

for diagnosing the new COVID19 [10]. However, CT 

is a well-known medical imaging method used to 

produce cross-sectional slides (slices) of specific areas 

of a scanned body. Therefore, the user will be able to 

see the objects scanned from the inside without 

cutting. To do this, they use many computer-

processed combinations of X-ray measurements from 

different angles to photograph the slice [11,12]. 

Machine learning algorithms such as deep learning 

play a vital role in the diagnosis of the disease [13]. 

There are three categories of machine learning, 

supervised learning, unsupervised learning, and 

reinforcement learning. In supervised learning, the 

training data set must consist of the correct input and 

output together.  For example, regression, and 

classification. While, the training data in unsupervised 

learning contain inputs only without valid outputs. It 

is used for clustering. Reinforcement learning uses 

input, output, and grade in the training data. Such as 

control and game plays [14]. Deep learning is one 

types of machine learning algorisms based on used 

many layers to extract the feature. In contrast, the 

others machine learning algorithms the feature 

extraction is independent of the algorithms [15]. 

Convolutional Neural Network (CNN) or ConvNet, 

is common deep learning algorithms used for medical 

image processing, and were largely revived in 2012 

when Krizhevky and others proposed a CNN model 

called Alex-net [16]. Since there is no much research 

in this felid, we are building a CNN-based deep 

learning model for classifying a lung CT image to 

COVID-19 and NonCOVID-19. Then we compare 

our results with a pre-trained ResNet-50 and Alex-net 

model. Moreover, we can ignore the accurate 

classification due to the small input data set. In the 

future, an accurate model can be built on the 

available materials, and the accuracy increase about 

10% and reach to 95% depended on the number of 

data set.  

In [17], Shuai Wang1, et al. proposed a deep 

learning model to classify CT scan of COVID-19. 

The model based on extract the Region of Interest 

from the CT slice and the applied transfer learning 

neural network based on Inception network. After 

that, they use Decision tree and Adaboost to improve 

the classification accuracy. The validation accuracy 

and testing are 82.9% and 73.1% respectively. While 

Xiaowei Xu1, et al. in [18] used a pre-trained ResNet-

18 model to classify CT slice of lungs into COVID-

19, Influenza-A viral pneumonia, and healthy cases. 

The author firstly candidate the segmentation region 

as preprocessing step. Then, they use a calculation 

method to distinguish the structure of the infection as 

a feature. After that, a pre-trained model was used for 

classification. The overall accuracy was 86.7%. 

Currently, the strength of deep learning frameworks 

and the power of the graphics processing unit (GPU) 

that helped design, train and validate deep neural 

networks, in addition to that,  helped to develop 

many models in these years. These models can be run 

through a high-level programming interface that relies 

on NVIDIA GPUs accelerated libraries. Common 

deep learning frameworks are: PyTorch, MXNet, 

TensorFlow, MATLAB, NVIDA Caffe, Chainer, 

PaddlePaddle [19]. In this study, we use MATLAB 

2018 frameworks, and the powerful of GPU and 

CUDA from NAVIDA Geforce 920M. This paper is 

structured in form; in section 2, the pre-processing 

and augmentation of data is discussed, then in section 

3 the proposed model is discussed with all the details. 

After that, the experiment and outcome were 

discussed in Section 4 followed by a conclusion in 

section 5. 

2. Data pre-processing and 
augmentation 

Due to the novelty of the disease, we relied on 

this data that available in [20] to carry out the 

research process.  These data set contains 349 CT 

slices of COVID-19, and 195 CT slices of 

NonCOVID-19. Pre-processing is very important 

step before the images fed into the models,  to 

correct, adjust, and obtain non-contaminated medical 

image and this is led to improve the performance, 

and also decrease the complicity of the models [21]. 

In this study, we downscale the image into 128x128 

and then applied the Gaussian filter to remove the 

noise that generate during diagnose from patients 

moving. Moreover, the data has been shuffled during 

the training every epoch. The data set is divided into 

79% for training, 20% for validation, and the 

remainder for model testing.  After that, to reduce 

the overfitting as well as increase the data set, we 

augment the data using many methods, such as add 

salt and paper noise, flipping, rotation with 45, 135, 

180, and 360 angles, and mirror. The data set became 

4352 after data augmentation. Fig.1 and Table 1 show 

an example of CT slice from the data set and the 

number of data before and after augmentation. 

 

Table (1): Number of slices 

Category 
Number of 

slices before 
augmentation 

Number of 
slices after 

augmentation 

COVID-19 349 2792 

NonCOVID- 19 195 1560 

Total 544 4352 
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(a) 

 

 
(b) 

Figure (1): CT slice after data pre-processing and 
data augmentation (a) COVID-19, (b) NonCOVID-
19. 

 

3. CNN model for covid-19 detection  
CNN is a deep neural network that has many 

hidden layers, these layers are used to extract the 
feature from the input image. The more hidden 
layers, the more feature extraction [22]. ConvNet 
include 20 layers began with the input layer that take 
the input image and at last classification layer which 
make the last decision for classification, and in 
between the hidden layers. We should note that, the 
numbers of layers, and each parameter were selected 
by trial and error. 

3.1  Convolutional layer 
In this layer, the input image has been convolved 

with convolutional filters (also called kernel) to 
extract the feature, and the output is called feature 
map, which is equal to the number of kernels [13]. In 
this work, the number of filters is 48, 64, 96, and 128 
with kernel size 5x5, 7x7, 9x9, and 11x11 respectively. 
The stride (which is mean by moving the kernel by 
one step size or more through convolutional 
operation) size is 1,1,1, and 2. While the padding 
(which is mean adding more row and column around 
the image matrix) size is 0, 1, 2, and 2 respectively for 
each convolutional layer. Figure (2) show an example 
of convolutional layer with kernel size 3x3, stride size 
1, and padding size 0. 

 

 
Figure (2): Convolutional layer 

 
 



NJES 23(4)408-415, 2020 
Sadoon & Ali 

411 

3.2 Rectifier Linear Unit (ReLU) 
Each convolutional layer followed by ReLU 
activation function, used to solve vanishing gradient 
problem through back-propagation algorithm [23]. 
Figure 3 show the behaviour of ReLU function. 

 
f(x) = max(0,x)                      (1) 

 

 
  

Figure (3): ReLU [24]  
 

3.3  Pooling layer 
To reduce the dimension of the feature map, and 

as a result, the complexity of CNN, we can use 
pooling layer. In this study, we use max pooling layer 
with size of 2x2, and stride size of 2x2 in all max 
pooling layers. Figure 4 show the basic work of max 
pooling layer. Figure (4) show an example of max 
pooling layer. 
 

 
Figure (4): Example on max-pooling layer 

 

3.4 Batch Normalization  
Used to normalize the data set during training 

processing instead of normalizing all the data set in 
the pre-processing step, it can be decreasing the 

training time [25].  

3.5 Dropout Layer  
Dropout layer selected some nodes randomly 

depended on percentage value. This layer is a 
common method to prevent overfitting. The dropout 
ration used in this model was 0.1, 0.2, and 0.3 
respectively. Figure 5 show the neural network before 
and after applied dropout layer. 

 
Figure (5):  Dropout layer, (a) Standard Neural Net, 

(b) After applying dropout [26]. 

3.6 Fully-Connected layer  
Finally, the two-dimensional image has been 

turned into 1D by using fully connected layer, and 
connect each neuron to the previous neuron before 
performs the final result of the classification. In Fig.6, 
we see the basic neural network represent fully 
connected layer.  

   
 

 
Figure (6):  Fully connected layer 

 

3.7 Softmax Layer 
In this study, softmax layer were used to calculate 

the probabilities of each categories, and the biggest 
value of probability represented the correct class. The 
following equation show the behavior of this 
function          

f(xi) = 
𝑒𝑥𝑖

∑ 𝑒𝑥𝑗𝑁
𝑗=1

                         (2) 

Where, f(x) is the activation function output, and   

𝑥 is the input [24].  

3.8 Classification Layer  
In this layer the loss function used to calculate the 

validation error is cross entropy, which tell us the 
value of prediction from the actual output, used two 
parameters; output through learning process and the 
label in the case of supervised learning algorithms. 
After that, the weight is update using an optimization 
method. In our research, we find that the best result 
obtained when used stochastic gradient descent with 
momentum (sgdm). Fig. 7 show the block diagram of 
the proposed model. 
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4 Experiments and result  
In the process of training for deep learning, 

momentum is set to 0.9, the initial learning rate is 
0.0001, the maximum iteration 10700, epoch is 100, 
and the mini-batch size is 32. The training process 
graph is shown in Fig.8. Looking at the result, we can 
see that the accuracy of the training shows an 
increase in curve with respect to the number of 
iterations. The validation accuracy obtained is 84.4%. 

In contrast, there is a decrease in the curve of loss 
function with respect to the number of iterations, 
which is about 0.352. This means that the proposed 
CNN structure does well despite the insufficient data 
set, and there is no overfitting in the training process. 

In the case of test step, we use 44 slices for 
testing and just 4 slices for COVID mislabel as 
NonCOVID. Figure 9 show some of the predict 
labels in command window compared with test 
labels. The testing accuracy is 90.09%. 
 

 
Figure (7): Block diagram of the proposed model 

 

 
Figure (8) Training progress 
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Figure (9) Comparison between actual label and predicted label 

 

4.1 Number of Layer and Hyper Parameters 
In this subsection, parameters for different structures 
are included in the training process. Table 2 shows 
the various previously tested parameters until 
reaching the structure got a better view performance. 

 
Table 2 Various previously tested parameters and 

layers. 

Trial and error parameters Value 

Number of (Convolutional 
layer+ ReLU+ Pooling 

layer) 
1, 2, 3, 4, 5 

Pooling layer Max, average pooling 

Activation function ReLU, leakyReLU 

Number of Dropout layer 1,2,3 

Dropout ratio 0.1, 0.2, 0.3, 0.4, 0.5 

Epoch 30, 70, 100 

Learning rate 
0.01, 0,001, 0.0001, 

1e-4, 1e-5 

Optimization methods SGD, Adam 

Mini- batch size 16, 32 

Number of kernel 48, 64, 96, 128 

Kernel size 3, 5, 7, 9, 11 

Convolutional layer padding 0, 1, 2, 3, 4 

Convolutional layer stride 1, 2 

Pooling layer padding 0, 1 

Pooling layer stride 1,2 

 
4.2 Time and Tool  

The proposed model for COVID-19 detection is 
trained on Intel (R) Core(TM) i3-4005U CPU 
@1.7GHz, RAM (4 GB), NVIDIA GeForce 920M 
GPU, NVIDIA CUDA 10.1.236 , and Matlab 2018b . 
The training time was 253 minutes and 55 sec for 
training 4,308 images. 

4.3 Confusion Matrix  
The confusion matrices has been used to measure 

the model’s performance for our study. Precision, 

Sensitivity, Specificity, and Accuracy have been 
determined using the following equations: 

 

Precision =
TP

TP+FP
                  (3) 

 

Sensitivity =
TP

TP+FN
                 (4) 

 

Specificity =
TN

TN+FP
                 (5) 

 

Accuracy =
TP+TN

total 
                    (6) 

 
Where, TP, FP, TN, FN are true positive, false 

positive, true negative and false negative, respectively. 
Looking at the dataset and test model, TP is a 
positive percentage (COVID-19) that has been 
correctly classified as COVID-19 by the model, FP is 
a negative percentage (NonCOVID-19) that is 
labeled as positive (COVID-19), TN is the negative 
percentage (NonCOVID-19) that is correctly 
categorized as NonCOVID-19, and FN is the 
positive percentage (COVID-19) that is categorized 
as false (NonCOVID-19) negatively by the model. 
Table 3 shows the accuracy metrics that are extracted 
from the confusion matrices show in Fig.10. The 
precision, sensitivity, specificity and accuracy are 
88.5%, 87.27%, 78.9%, and 84.36% respectively. 
Table 4 show compression among our model and the 
other models. Two pre-trained models ResNet-50, 
and AlexNet were used in the comparison in addition 

to [17], and [18]. We should note that, the proposed 
model has the higher test accuracy in compare with 
the other models.  

Moreover, the simplicity of the proposed model is 

better than the complexity of the models in [17,18]. 
This gives possibility to obtain better results using the 
existing data as is without any complications. This 
type of model can also be applied to other forms of 
medical images. 
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Figure (10):  Confusion matrix 

 
Table (3): The accuracy in term of confusion matrix 

parameters. 

Categories 
COVID-

19 
NonCOVID-

19 

TP 494 240 

TN 240 494 

FP 64 72 

FN 72 64 

Precision % 88.5 76.9 

Sensitivity % 87.27 78.9 

Specificity % 78.9 87.27 

Accuracy % 84.36 84.36 

 
Table (4): Comparison between the models 

Models 
Test 

accuracy 
% 

Validatio
n accuracy 

% 

Size of the 
data set 

ResNet-
50 

81.8 83 
544 CT 
images 

AlexNet 84 75.5 
544 CT 
images 

Model in 
[17] 

73.1 82.9 
453 CT 
images 

Model in 
[18] 

- 
Over all 
accuracy 

(86.7) 

618 CT 
images 

Proposed 
model 

90.09 84.4 
544 CT 
images 

 

5 Conclusion  
In this paper, a CNN model was established to 

detect COVID-19 by applying the CNN model to CT 
slides, and it proved to be a promising 
complementary diagnostic method for frontline 
clinicians. Several parameters of CNN models are 
used to adapt the system before the last architecture 
is achieved, and the different architecture and 
excessive parameters are summarized in Table 2. The 
system shows a validation accuracy about 84.4%, and 
the testing accuracy is 90.09%. However, in this study 
the proposed system needs to be tested on larger data 

sets Includes different ages and genders to increase 
their accuracy. In addition, the classification system 
architecture cannot be reused in few images because 
it is one of deep learning determinants. 
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