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Abstract 

Autism Spectrum Disorder (ASD) is one of the most common 

children's neurodevelopmental disorders (NDD) with an estimated 

global incidence of 1% to 2%. There are two aims for this research, 

first, to propose a data mining architecture that combines behavioural 

and clinical characteristics with demographic data. Second, to provide 

a quick, acceptable and easy way to support the ASD diagnosis. this 

can be performed by conducting a comparison study to determine the 

efficacy of four possible classifiers: logistic regression (LR), sequential 

minimum optimization (SMO), naïve Bayes, and instance-based 

technique based on k-neighbors (IBK). These classifiers have been 

performed with Waikato Environment for Knowledge Analysis 

(WEKA) tools to distinguish autistic adults from healthy, normal 

subjects. The results showed that, with 99.71%, SMO classification 

accuracy was 99.71, which exceeded the accuracy of other classifiers. 

The proposed architecture allows for early detection of ASD, 

distinguishing between ASD and healthy control subjects. This study 

could help doctors and clinicians by giving them a better idea of what 

the future holds for people with autism spectrum disorder (ASD) and 

by improving therapy programs, allowing people with ASD to live a 

long and happy life. 

Keywords: Autism Spectrum Disorder, Classification, Data Mining, 

SMOTE, WEKA. 

 البالغين بين التوحد طيف اضطراب عن للكشف البيانات تحليل
 طيبة ياسين يوسف ،نور كمال القزاز ،اسراء فائق عبد العزيز ،سمية حمد جعفر

 الخلاصة:

 1 بنس بة عالمي انتشار تقدير مع ش يوعاً العصبية النمو اضطرابات أ كثر أ حد التوحد طيف اضطراب يعد

لى لى الدراسة هذه هدفت. ال طفال عند٪  2 ا   بناءً  البيانات اس تخراج بنية اقتراح على التركيز ، أ ولً  ، شقين ا 

 عن للكشف مقارنة دراسة ل جراء ، ثانيًا. الديموغرافية البيانات مع والسريرية السلوكية السمات تكامل على

 وهي مرشحة مصنفات أ ربعة اس تخدام فعالية اختبار طريق عن التوحد طيف اضطراب

Logistic regression (LR), Sequential Minimal Optimization (SMO), Naïve 

Baye, Instance Based method based on k-neighbours (IBK) 

 الطبيعيين ال شخاص من بالتوحد المصابين البالغين لتصنيف أ دوات باس تخدام المصنفات هذه تنفيذ تم

 .ال صحاء

 البنية تسمح٪. 99.71 بنس بة ال خرى المصنفات دقة على التصنيف دقة تفوقت  أ ن النتائج تظهر 

 مقارنةً  التوحد طيف اضطراب لتحديد جدًا واعدة نتائج مع التوحد طيف لضطراب المبكر بالتعرف المقترحة

 موثوق تنبؤ وتقديم التخطيط في السريريين وال طباء ال طباء الدراسة هذه ستساعد. الاخرى الصحية بالمواضيع

ضافة التوحد طيف باضطراب لى بال   من التوحد طيف اضطراب مرضى يتمكن حتى ال مثل العلاجي البرنامج ا 

 العالي الحياة جودة من س نوات على الحصول
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1. Introduction  
A diagnosis of autism spectrum disorder (ASD) is 

made in 63% of children, according to WHO 
statistics. ASD develops in children and keeps 
spreading to adolescents and adults. Most often, 
symptoms start to manifest within the first five years 
of life [1]. ASD is a severe neurodevelopmental 
disease with highly expensive medical care. It is 
defined by a persistent lack of social contact and 
stereotyped behavior, which is frequently coupled 
with a general decline in communication skills [2]. 
Genetic and neurological factors are linked to ASD. 
The ability to think and envision, repetitive acts, and 
interpersonal communication issues are all ways that 
ASD-related behaviors are displayed [3].  

ASD is considered as a one of numerous 
behavioral diseases caused by abnormal brain 
connections, which can occur locally, regionally, or 
both [4]. Numerous studies carried out on the 
anatomical brain connections in autism have found 
that autistic brains grow at a faster rate than control 
brains [5-7]. The rate of research that focuses on 
understanding the neurobiology of this complicated 
neurodevelopmental condition has increased 
significantly [8]. With the rising prevalence of ASD, 
neuroimaging and postmortem investigations have 
shown evidence of structural and functional 
connection abnormalities in the brains of ASD 
patients [8]. 

Early diagnosis and treatment of ASD are 
possible [9]. Clinical diagnosis of ASD is greatly aided 
by early discovery of the disorder [10], therefore, the 
quality of life for children with ASD and their 
families can then be improved by using this diagnosis 
to guide individualized treatment plans [11]. 
Unfortunately, determining an ASD diagnosis can be 
time-consuming and expensive. The recent rise in 
ASD cases worldwide has prompted medical 
professionals and scientists to look for improved 
screening techniques. The development of modern 
technology has allowed us to store a vast amount of 
data. Making conclusions based on the gathered data 
is a crucial activity called data mining. Indeed, 
machine learning has made significant advancements 
recently and is becoming more important in applied 
sciences like biology and biomedicine [12-15]. 
Machine learning techniques are employed or advised 
to support the interpretation of data in clinical 
decision-making and diagnostics [16, 17].  

Numerous number of studies on ASD have been 
performed [2, 18], although they have some 
drawbacks for instance, ASD data collection is the 
exclusive focus of some studies [19, 20], while others 
analyze brain imaging data using the rs-fMRI 
technique (resting-state functional magnetic 
resonance imaging) [11, 21] and others concentrate 
on a specific geographic area [22, 23]. Therefore, it is 
crucial to develop a rapid, simple, and effective way 
to aid in the early identification of ASD in which 
families of ASD patients may find it helpful to seek 
out professionals for care [9]. 

The classification of the UCI database's ASD 
datasets is the main goal of this effort. The clinical 
diagnosis of ASD in people of all ages is covered by 

the widespread and sizable ASD databases. Surveys 
on a mobile application called "ASD Tests" were 
used to gather data from several different nations. 
The iOS and Android operating systems both 
support this application that invented by Dr Fadi 
Fayez from the Nelson Marlborough Institute of 
Technology. But the data that has been gathered is 
not complete. Some data records may not have values 
since they are optional. As a result, the information 
gathered is not trustworthy enough to be used to 
directly make therapeutic judgments. The ASD 
dataset from the UCI database was utilized in this 
experiment (higher than 18 years old, AQ-10-Adult). 
The datasets include 20 features that are utilized for 
additional research, particularly for identifying ASD 
and enhancing the precision of ASD classification. 

Our contributions are focused on two key areas: 
first, we present a data mining architecture that 
combines demographic data with characteristics from 
the clinical and behavioural sciences. Second, to offer 
a quick, palatable, and simple means of proving the 
ASD diagnosis. To do this, a comparative study 
comparing the performance of four potential 
classifiers can be carried out: logistic regression (LR), 
sequential minimum optimization (SMO), nave 
Bayes, and instance-based approach based on k-
neighbors (IBK). The UCI database's datasets for 
ASD was pre-processing and classifying using 
Waikato Environment for Knowledge Analysis 
(WEKA) technologies. The datasets came from 
surveys that were conducted. The surveys ask about 
personal information and include some ASD 
screening questions. To speed up processing, the 
acquired data from the UCI datasets will be 
transformed into numerical data. To rectify the data, 
a synthetic oversampling approach (SMOTE) was 
used because some of the recorded data was missing. 
The classification techniques are then put into action. 
Doctors can diagnose ASD more precisely, promptly, 
and simply based on the gathered results following 
classification. 

 

2. Related Work 
Various data mining algorithms have been 

employed in the past in a number of biomedical 
investigations for classification, grouping, and 
association. Researchers have investigated how data 
mining algorithms are utilized in healthcare and 
biomedicine, offering recommendations on how to 
employ these algorithms and the potential 
applications of data mining in the healthcare sector 
[24]. Additionally, a work published in [25] shows the 
use of several data mining techniques for the 
identification of the most significant genes and gene 
sequences in a collection of gene expression 
microarrays. Qasem et al.  discussed how to cope 
with learning models for forecasting patient health 
and the difficulty of utilizing predictive data mining in 
clinical medicine [25]. These models can be quite 
helpful in assisting doctors with activities related to 
diagnosis, treatment, or monitoring. 

Machine learning was utilized by Raj et al. [26] to 
speed up the observation-based screening and 
diagnosis of autism. They used a variety of machine 
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learning techniques, including feature-selection-based 
machine learning, to examine the entire set of marks 
for the assessment of ASD behaviour [27]. 

In an fMRI study of the theory of mind (ToM), 
15 high-functioning adolescents and adults with 
autism and 15 typically developing control 
participants were compared to determine the causal 
effects of one brain region on another (effective 
connectivity, thought to be an explanatory model for 
autism) [28]. 

Given the significance of early ASD detection, 
numerous studies have examined the primary 
characteristics of the condition. Individual and 
family-based characteristics, as well as a number of 
geographic determinants, were examined by van 
Buitenen et al. [29]. A two-tiered screening procedure 
with improved quality evaluation, interagency policy 
collaboration, and coordination was adopted, 
according to Snijder et al. [30]. An outline of the main 
components of ASD diagnosis, including age, has 
been provided by researchers [23]. Finally, Bent et al. 
[31] also examined the potential delays in ASD 
identification. They compared children with ASD to 
those with an intellectual disability or developmental 
delay in terms of child age at first parental worry and 
age at first parental discussion of concerns with a 
health care practitioner. They investigated if delays in 
ASD diagnosis were related to how a clinician 
handled parental concerns. 

 

3. Methods and Materials 
The objectives of this work are to firstly propose 

a data mining architecture employing behavioral, 
clinical, and demographic data and, secondly, carry 
out a comparison analysis for the identification of 
ASD by evaluating the performance of four distinct 
classifiers (Fig. 1). 

3.1 Dataset and Experimental Procedure 

 
The UCI database's adult adults (17 and older) 

ASD datasets were used in this investigation [32]. 
Table 1 displays the dataset’s characteristics. Ten 
attributes are employed in the datasets for our 
training method, and the type and description of each 
attribute are used to store the results of the ASD 

diagnosis (i.e., ground truth). All the characteristics of 
the datasets [33] are listed in Table 2, including the 
ground truth that is used to assess the specificity, 
sensitivity, and accuracy of the classifiers. The binary 
values assigned by "YES" or "NO" are contained in 
the ground truth. Ten attributes—from 1 to 10—are 
for screening questions and personal information. 

Using behavioral, clinical, and demographic data, 
this study developed a data mining architecture. It 
also intends to conduct a comparison study for ASD 
detection by comparing the efficacy of four distinct 
classifiers. 

 
Figure 1:  The block diagram of the proposed 

method. 
 

Table 1: The demographic data and clinical features. 
clinical features Count 

Number 704 

Age 17-55 

Gender F(337), M(367) 

Control 515 

Autistic 189 

 
The information came from adult ASD screening 

data that comprised 20 ASD-related features. Further 
study was carried out in an attempt to discover the 
fundamental autistic features and improve the 
categorization of autism spectrum disorder (ASD) 
patients depending on these traits. Furthermore, as 
shown in Table 2, those datasets comprise 10 
behavioral traits (AQ-10) of persons that have been 
found to be beneficial in identifying ASD patients, as 
well as 10 attributes defining healthy people.  

 
. Table 2: The characteristics and their explanations for the adult ASD screening dataset. 

Attribute Type Description 

Age  Number Years of age 

Gender  String Female or Male 

Ethnicity String 
White-European, Asian, Black, Latino, Middle Eastern, South Asian, Hispanic, Turkish, 

and Pasifika 

Born with 

jaundice 

Boolean  (yes 

or no) 
Whether or not the patient had jaundice when he or she was born. 

PDD in a family 

member 

Boolean  (yes 

or no) 
Whether or not anybody in your immediate family suffers from a PDD 

Who is 

responsible for 

finishing the test? 

String Self, parent, clinician, medical staff, caregiver, etc. 
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Country of 

residence  
String 

United States, Spain, Brazil, Egypt, Bahamas, New Zealand, Burundi, Argentina, Austria, 

Jorden, United Arab Emirate,  Ireland, Afghanistan, United Kingdom, Lebanon, Italy, 

South Africa, Pakistan, Chile, Bangladesh, France, Australia, China, Canada, Netherland, 

South Arabia, Romania, Tonga, Sweden, Oman, Philippines,  India, Sierra Leone, Sri 

Lanka, Ethiopia, Viet Nam, Costa Rica, Iran, Mexico, Germany, Russian, Iceland, 

Nicaragua, Armenia, Hong Kong, Ukraine, Kazakhstan, Japan, Uruguay, Serbia, Portugal, 

Malaysia, Ecuador, American Samoa, Niger, Bolivia, Aruba, Belgium, Finland, Nepal, 

Indonesia, Turley, Angola, Czech Republic, Azerbaijan, and Cyprus.  

The screening 

application has 

been used before 

Boolean  (yes 

or no) 
If a screening application was used by the user 

Screening 

Method Type  

Integer 

(0,1,2,3) 
Age-based screening techniques (0=toddler, 1=child, 2=adolescent, 3=adult) 

Question 1 

Answer  
Binary (0, 1) When others don't, I often detect little sounds 

Question 2 

Answer  
Binary (0, 1) Generally, I like to concentrate on the big picture instead of the details. 

Question 3 

Answer  
Binary (0, 1) It's simple for me to accomplish many things at once. 

Question 4 

Answer  
Binary (0, 1) I can quickly resume what I was doing if there is an interruption. 

Question 5 

Answer  
Binary (0, 1) When somebody is speaking to me, I can readily read between the lines. 

Question 6 

Answer  
Binary (0, 1) I can sense when someone is bored while listening to me. 

Question 7 

Answer  
Binary (0, 1) 

It's difficult for me to figure out what the characters' motivations are while I'm reading a 

novel. 

Question 8 

Answer  
Binary (0, 1) 

I value gaining information on a range of topics (e.g. types of car, types of bird, types of 

train, types of plant, etc) 

Question 9 

Answer  
Binary (0, 1) Just simply glancing at someone's face, I can tell what they're thinking or feeling. 

Question 10 

Answer  
Binary (0, 1) The screening procedure determines the response code for the question. 

Screening score Integer It's tough for me to decipher people's motives. 

 

3.2 Preprocessing of Features in WEKA  
To carry out the experiments, data for ASD 

screening in adults was processed by using the 
WEKA package (version 3.8.4). WEKA is a machine 
learning program that allows for the combined use of 
a variety of tools in order to conduct extensive 
comparisons of different methodologies. 

The data sets were analyzed using the popular 
open-source data mining application. The dataset was 
used to investigate the performance of a variety of 
classification procedures (classifiers). The test was 
performed on an HP Windows 10 Enterprise system 
with a 2.40 GHz Intel® CoreTM i7-4500U CPU. The 
datasets used are comparable in size, especially in 
terms of the number of attributes. The sufferer's 
gender, age, race, if they were born with jaundice, and 
whether they have a family member with PDD are all 
included in the adult autism data. Other details 
include who is taking the exam, their country of 
residence, if they have used the screening app before, 
and the type of screening approach they are 
employing. 

ASD patients formed the minority class in this 
research. A synthetic oversampling approach 
(SMOTE) was utilized to correct the data [34]. Using 
a grid search approach and 10-fold cross-validation, 
the classifier parameters and quantity of oversampling 
were determined [12]. As a result, overfitting and bias 
in classification analyses were avoided. The provided 

dataset was divided into ten subgroups of equal size. 
One subset was used as a test set, while the other 
nine were pooled to create a training set for learning 
the classifier. This procedure was done 10 times, 
providing ten degrees of accuracy. The average of 
these accuracies revealed that learning from such a 
dataset was 10-fold cross-validation efficient [35]. 

3.3 Classification in WEKA 
The data mining methodology is a method of 

identifying data trends. The patterns revealed must be 
useful in the sense that they result in a gain. The goal 
of data mining is to extract information from a data 
set and transform it into understandable data to help 
users making better decisions [36]. In data mining, 
pre-processing and categorization are two essential 
methodologies. Classification is an example of a 
supervised learning approach. It's a method for 
estimating group membership for a given data set 
[34]. Banking, hospitals, insurance, and health 
informatics are just a few of the businesses that use 
data mining. In the field of health informatics, data 
mining assists physicians in discovering effective 
pharmaceuticals and patients in obtaining better and 
more cost-efficient health care [37, 38]. 

The work is currently utilizing WEKA to classify 
the data for adults. The open-source machine 
learning application was created by the University of 
Waikato in New Zealand [39]. In WEKA, 
classification is the process of identifying a model or 
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function that describes and distinguishes data classes 
with the purpose of using the model to predict the 
class of unknown objects in WEKA. The four 
candidates explored in this work are the LR, SMO, 
naïve Bayes, and IBK classifiers.  

Based on cross-validation, machine learning 
divides datasets into two subsets. The first subset is 
referred to as the training data; it is a portion of the 
actual dataset that is fed to the machine learning 
model in order for it to discover and learn patterns. 
In this manner, our model is trained. The second 
subset is referred to as the testing data. 

LR is an approach of data categorization that 
divides data into distinct categories. LR employs the 
logistic sigmoid function to convert its output to a 
probability value which may subsequently be 
transferred to two or more discrete classifications 
[40]. 

The SMO method is a decomposition technique 
in which a multi-variable optimization problem is 
divided into a series of sub-problems. Every sub-
problem optimizes an optimal solution with a limited 
number of variables, usually just one, while the rest of 
the variables are treated as constants [40]. The SMO 
method is built by taking the decomposition strategy 
to its logical conclusion and optimizing a tiny subset 
of only two points at each iteration [40]. 

Naïve Bayes implements the probabilistic naïve 
Bayes classifier. In Naive Bayes Simple, the normal 
distribution is utilized to model numeric 
characteristics. Kernel density estimators, which can 
be used with naive Bayes, are responsible for 
determining whether the normality assumption is 
valid. Guided discretization may also be used to 
manage numeric characteristics. The incremental 
version of naïve Bayes Updateable handles one 
request at a time.  

If the normality assumption is generally valid, 
kernel density estimators can be used with naïve 
Bayes to develop the classifier’s performance. 
Numeric characteristics may also be managed 
through guided discretization. One request is 
processed at a time by the incremental version of 
Nave Bayes Updateable [40]. 

The IBk technique may choose the suitable value 
of K. It may also compute distance weighting by 

locating the training instance nearest to the given test 
instance and using a basic distance measure to 
forecast the same class as this training instance. When 
multiple instances are located within a reasonable 
distance of the test instance, the first one found is 
used [40].  

3.4 Performance Measures 
The mean classification performance and 

confusion matrix were used to evaluate the 
performance of the proposed system. 
3.4.1 The degree of categorization accuracy on 
average 

The average classification accuracy of the 
recommended approach was used to define the 
outcomes of the autism classification. Equations 1 
and 2 calculate the average categorization accuracy as 
a percentage: 
𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝐶𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
(𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓  𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑑 𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑠/
𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑠) ∗ 100         ……... (1) 
3.4.2 Confusion matrix 

The use of the confusion matrix is another 
method to demonstrate whether a classification is 
effective in terms of accuracy, sensitivity (recall), and 
specificity (precision). These confusion matrices 
demonstrate the performance of the classifier used to 
categorize the traits represented by the projected set 
of features (Table 3). These matrices show how often 
some traits are confused with others. 

Table 3 Definition of the confusion matrix 
                                                                     True Condition 

 

Predicted 

Condition  

Total 

population  

Condition 

Positive  

Condition 

Negative  

Predicted 

Condition 

Positive  

True 

Positive 

(TP) 

False 

Positive 

(FP) 

Predicted 

Condition 

Negative 

False 

Negative 

(FN) 

True 

Negative 

(TN) 

 
The ambiguity matrix's diagonal classification 

accuracy values are sufficient for two classes, but 
those outside the diagonal show between-class 
classification errors. To get the classifiers' precision, 
sensitivity (recall), and accuracy, utilize Equations 2-4: 
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Figure 2: The control and the ASD data representation in WEKA 
 
 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 ….(2) 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 (𝑟𝑒𝑐𝑎𝑙𝑙) =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 ….(3) 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦(𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛) =
𝑇𝑁

𝑇𝑁 + 𝐹𝑃
 ….(4) 

 

4. Results and Discussion 
This work presents the results of the proposed 

technique. The acts of healthy and autistic patients 
were shown and examined using the classification 
accuracy analysis and confusion matrix. 

4.1 Dataset Acquisition 
The dataset from 515 healthy control subjects and 

189 ASD patients with the 20 different attributes 
under study are shown in Figure 2.  

The characteristics under investigation include 10 
behavioral traits (AQ-10) of persons and 10 attributes 
that characterize them; these attributes have been 
shown to be useful in identifying ASD patients, as 
shown in Table 2. Furthermore, these characteristics 
were used for additional study in defining influential 
autistic symptoms and enhancing ASD patient 
classification. 
Analyzing ASD in Adults with WEKA 

In this study, patients with ASD were the 
minority group. SMOTE, which is a synthetic 

oversampling approach in the minority class, was 
used to correct the data imbalance in the ASD 
patients with autism with a ratio of (175%), as shown 
in Figure 3.  The classifier variables and oversampling 
quantities were built utilizing a grid search approach 
and 10-fold cross-validation to avoid overfitting and 
bias in classification studies. 

The provided dataset was separated into ten 
disjoint subgroups of equal size. The remaining nine 
subsets were merged to form a training dataset for 
learning the classifier, with one serving as a test set. 
This process was repeated 10 times, resulting in a ten-
degree accuracy. The 10-fold cross-validation 
accuracy of learning from this data is the average of 
these accuracies. The fraction of oversampling was 
supplied with the parameters since SMOTE impacts 
the dataset. As a result, the parameters estimated 
using various SMOTE percentages may differ. The 
SMOTE was used to equalize the frequency of the 
work using only the training set. 
Classification in WEKA  

This study includes a comparative analysis of 
three datasets in order to classify the ASD and 
healthy control patients. 

1. Logistic regression: Builds linear logistic 
regression models with a classification accuracy of 
98.16 %, sensitivity of 98 %, and specificity of 99 %, 
cases were correctly identified. Table 4 shows the 
confusion matrix using the LR classification 
algorithm for ASD patients and healthy controls.  
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Figure 3. The control and the ASD data representation in WEKA after SMOTE 

 
Table 4: Confusion matrix for ASD patients and 

healthy control subjects with LR classification 
technique 

                True 

Predicted 
Control ASD 

Control 503 12 

ASD 7 512 

 
From the confusion matrix for ASD patients and 

controls using the LR classifier, it can be observed 
that the accurate identification on the main diagonal 
illustrated that 503 out of 515 were correctly 
classified as control subjects, whereas 512 out of 519 
were correctly classified as ASD patients. 

2. SMO: Support vector classification using a 
sequential minimum optimization approach gives a 
classification accuracy of 99.71 %, a sensitivity of 100 
%, and a specificity of 99 %. 

 
Table 5: Confusion matrix for ASD patients and 

healthy control subjects with SMO classification 
technique 

True 

Predicted 
Control ASD 

Control 515 0 

ASD 3 516 

From the confusion matrix for ASD patients and 
controls using the SMO classifier, it can be seen that 
the accurate identification on the major diagonal 
revealed that 515 were correctly categorized as 
control subjects while 516 out of 519 were correctly 
diagnosed as ASD patients. 

3. Naïve Bayes: With a classifier of accuracy 
98.74 %, sensitivity of 98 %, and specificity of 99 %, 
cases were correctly identified.  

 
Table 6: Confusion matrix for ASD patients and 

healthy control subjects with Naïve Bayes 
classification technique 

True 

Predicted 
Control ASD 

Control 505 10 

ASD 3 516 

 
From the confusion matrix for ASD patients and 

controls using the Naïve Bayes  classifier, it can be 
observed that the accurate identification on the main 
diagonal illustrated that 3 of the control subjects were 
misclassified as ASD patients, whereas 10 of the ASD 
patients were incorrectly classified as control subjects. 
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4. IBK: k-nearest-neighbors classifier with a 
classifier of accuracy 97.39 %, sensitivity of 96 %, and 
specificity of 99 %, cases were correctly identified. 

 
Table 7: Confusion matrix for ASD patients and 

healthy control subjects with IBK classification 
technique 

     True 

Predicted 
Control ASD 

Control 493 22 

ASD 5 514 

 
The accuracy identification on the major diagonal 

of the confusion matrix for ASD patients and 
controls using the IBK classifier showed that 5 of the 
control participants were wrongly categorized as ASD 
patients, whereas 22 of the ASD patients were 
incorrectly classified as control subjects. 

In this work, Figure 4 illustrates a comparative 
plot of the classification of ASD patients and healthy 
control subjects. Given that SMO's classification 
accuracy outperformed that of the other classifiers 
(LR, SMO, Nave Bayes, and IBK), it can be shown 
that SMO has the potential to considerably improve 
present categorisation. 

 

Figure 4. A comparative plot of the effective 
classifiers for ASD patients and control subjects 

 
There are certain limitations to this study that 

should be mentioned. Because of the Covid-19 Virus, 
the workgroup was unable to collect data from the 
hospital. As a result, we revert to using an online 
dataset of adult autism screening. This study will help 
to improve the lives of ASD children in general by 
making an indirect contribution to improving the 
patients' lifestyles among the ASD population, which 
is important and beneficial to research and society. As 
a result, future work will focus on completing the 
research and attempting to improve its accuracy. 

  

4. Conclusion  
Data mining using WEKA was used in this 

experiment to differentiate ASD patients from 
healthy control volunteers. We achieved our goal of 
evaluating and investigating four selected WEKA-
based classification algorithms while data mining the 
adult dataset. Based on the autistic data, the best 
system was the SMO classifier, which had a 99.71% 
accuracy. These findings suggest that the naive Bayes, 
LR, and IBK classifiers, among the machine learning 

algorithms tested, have the potential to considerably 
enhance existing classification methods for use in the 
medical business. As among machine learning 
algorithms studied, SMO has the potential to 
considerably improve traditional categorization 
methods for medical applications. Our future study 
will focus on the understanding of EEG signals, 
which will encompass larger datasets. 
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