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Abstract

Recent research has focused on analysing megakaryocyte images to extract the information needed to track the progression of nervous system diseases. Segmentation is a fundamental step in describing and analysing the core contents of megakaryocytes, including the cytoplasm and nucleus. In this study, 45 megakaryocyte images were obtained. A new segmentation image technique was proposed, called the updating fuzzy c-means technique, through the intelligent selection of the centres of each cluster to separate cell components. The first step of this technique (fuzzification) was based on a knowledge analysis of the local parameters (entropy, contrast and standard deviation) that had a substantial influence on the grey-level distribution between the cytoplasm and nucleus. The second important step was the construction of fuzzy rules in terms of the variation in these local parameters to control the intelligent pick-out or update the centroid of each cluster and obtain a successful separation of the cytoplasm and nucleus. The final step was defuzzification to obtain the output images. The results revealed the superiority of the proposed method over recent technique. The accuracy of the segmented nucleus was greater than 7.46%; in the case of the cytoplasm, the accuracy was higher at 18%. These results indicated that this technique may be applied on other biomedical images.
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1. Introduction

Automated morphological feature extraction of megakaryocytes is a key pathological method for the detection of bone marrow diseases. These diseases affect the morphological structure of megakaryocytes [1–5]. The delineation and isolation of the core content of a cell are fundamental steps in the extraction of its morphological properties [6,7]. Figure (1) illustrates the manual labelling of the main structure of megakaryocytes.

![Megakaryocyte image](image)

**Figure (1):** Shows labeling of megakaryocyte components

From the figure above, the main challenge faced by many researchers is the classification of grey-level intensities, which belong to the megakaryocyte cell components (nucleus and cytoplasm) [8–11]; this task remains strenuous. The main reason for this is the texture and colour similarity of these components.

Several studies have been published on medical image analysis [12,13] and megakaryocyte image segmentation [14]. These studies have used traditional techniques and artificial intelligence tools to obtain separate nuclear and cytoplasmic images. Fuzzy clustering has been used to isolate nuclear structures in biopsy images [15]. However, the selection and updating of the cluster center remain the most important challenges in this technique. Deep learning is a successful tool which can be used to detect the boundaries of megakaryocyte structure [16,17]. This method is particularly useful for extracting considerable features, such as edges, from an image. This technique helps consultants obtain a high-level stage of diagnosis. Thresholding of the coloured leukemic blast nucleus was performed using a traditional method (Otsu’s technique and morphological operations) [18]. However, these techniques are still classical for isolating atypical shapes of gait structures. In the modified fuzzy c-means technique, an appropriate centroid can be selected by intelligent detecting the closest Euclidean distance between each pixel of the image and centroid based on the fuzzy inference technique. This technique was applied to megakaryocyte cells [19] is called modified fuzzy technique one (MFCT1) but only on a small set of data. Centroid detection was not sufficient, depending on the Euclidean distance. Hence, in this study, we proposed and applied a new technique based on the study of the effect of differences in local image properties (fuzzy entropy [FN], standard deviation [SD] and contrast [C]) to detect suitable centroids. Megakaryocyte images are colour images that must be disintegrated into their original components (red, green and blue) before using the proposed technique. On the basis of the colour of the input image in Figure (1), the dominant component was red because megakaryocyte images under a microscope tend to be red. In the next stage, megakaryocyte image data were mapped from the grey-level intensity scale to a fuzzy set scale through a membership function. FN, SD and C were evaluated as metrics to detect the variability of grey-level intensities, which resulted from overlapping grey-level intensities for cell structures (megakaryocyte images). Smart detection of grey-level intensities helped reach the active centroid, which is an important step in image segmentation.

The remainder of this paper is organized as follows. The background illustrates the main components of the proposed technique in section one. Section two presents the structure of the remodeled fuzzy c-means technique. The experiments and results are presented in section three. In section four, we discuss the results. Section five concludes the paper.

### 1.1 Background

Different techniques are formally defined in this section as follows.

#### 1.1.1 Local image features

The local image features include the evaluation of SD, C and FN of an image. Homogenous regions had a low level of fuzzy entropy, whereas regions with greater detail had a high level of fuzzy entropy. Therefore, a high fuzzy entropy value is an indicator of selecting a suitable centroid. The extraction of fuzzy entropy (FN) depends on the determination of Shannon’s entropy [20,21]: The Equation of Shannon’s entropy is:

\[
H(μ_F) = \frac{1}{r_1 r_2} \left( \sum_{x,y} N \mu_F(x,y) \log \mu_F(x,y) \right) \quad (1)
\]

Where \(r_1\) and \(r_2\) represent the dimensions of the image, \(F_{xy}\) is input sub-image \((3x3)\), \(μ_F\) is membership function and \(T(\cdot)\) is Shannon’s entropy function, given by:

\[
T(μ_F) = - (μ_F \ln μ_F - 1) \quad (2)
\]

### 1.2 Previous Technique

In previous techniques, fuzzy c-means was used to classify clusters [22,23]. The number of clusters can be determined based on the identification of the image objects that are separated. Grouping data samples together (clusters) is based on measuring the minimum distance between each pixel and centroid of the cluster. The following equations describe the evaluation of this measurement. This equation is defined as follows: \(m\) is greater than 1, \(g\) is the fuzzy mapping function of \(p_{σj}\) in cluster \(j\), \(p_{σj}\) is the \(σ\)th dimension of the measured data (image pixels) and \(c_{ent}\) is the centroid. Equations (4) and (5) were utilized to update and select the cluster center \(c_{ent}\) using Equations (3) and (4):

\[
H_m = \sum_{j=1}^{k} \sum_{i=1}^{cent} g_{ij}^m \|p_{σj} - c_{ent}\|^2 \quad 1 \leq m < \infty \quad (3)
\]

The definition details of this equation as follows: the value of \(m\) is greater than 1, \(g\) is fuzzy mapping function of \(p_{σj}\) in the cluster \(j\), \(p_{σj}\) is the \(σ\)th of dimensional measured data (image pixels) and \(c_{ent}\) is a centroid. Equation (4) and equation (5) have been utilized to update and select the cluster centers \(c_{ent}\) using equation (3) and equation (4):
\[ g_{ij} = \frac{1}{\sum_{k=1}^{m} \left( \frac{||p - c_{k}||^2}{||p - c_{ij}||^2} \right)^{1/m}} \] \hspace{1cm} \ldots(4) 

The center of cluster (centroid) represents the mean of all points, weighted by their membership of belonging to the cluster; therefore, this method is called fuzzy c-means.

\[ c_{ij} = \frac{\sum_{k=1}^{m} p_{ij} p_{k}}{\sum_{k=1}^{m} p_{ij} m_{kj}} \] \hspace{1cm} \ldots(5) 

The center of the cluster (centroid) represents the mean of all points weighted by their membership in the cluster; therefore, this method is called fuzzy c-means. The process stops when converging to a local minimum \( H_m \). Recently, image components have been isolated via a modified fuzzy c-means method [19] that employs a fuzzy inference system based on the measurement of Euclidean distance. However, distance is not always considered a sufficient factor for base selection. Therefore, other parameters that affect the chromaticity of the image may be relied upon. In this study, we updated the method by relying on parameters (FN, C and SD) and without performing any pre-processing on the input image, such as wavelet processing.

2 Materials and Methods

The center of the cluster (centroid) represents the mean of all points weighted by their membership in the cluster; therefore, this method is called fuzzy c-means. The process stops when converging to a local minimum \( H_m \). Recently, image components have been isolated via a modified fuzzy c-means method [19] that employs a fuzzy inference system based on the measurement of Euclidean distance. However, distance is not always considered a sufficient factor for base selection. Therefore, other parameters that affect the chromaticity of the image may be relied upon. In this study, we updated the method by relying on parameters (FN, C and SD) and without performing any pre-processing on the input image, such as wavelet processing.

2.1 Protocol of Data Collection

In this study we collect about 45 photographic image samples from about 15 patients (7 males and 8 females), age range (6-58) years. The images of 10 patients are obtained from [19]. The permission was acquired from those patients for data collection and consent letters were signed from patients in accordance with institutional ethics guidelines (Ref 4506MC). The bone marrow aspirate was requested for different causes, these samples show normal bone marrow cells, at first the marrow sample are aspirated from posterior iliac fossa of the patient, putted in to EDTA tubes, then spread on glass slides, let it dried and then stained by specific stain which was geimsa stain. The next step was putting few drops of this stain on dried slides and mixed with few drops of water, waiting about 5 minutes and then washed with water. After that, lets dried again and then wiped with oil for proper visualization of cells under microscope. The nucleus appeared deep purple color and cytoplasm were pinkish in color. The examination done under power 40X of Olympus microscope. 512 x 512 pixels is a dimension of acquired image, these images are color images (R, G, B), each component has 8 bits of intensity resolution.

2.2 Modified Fuzzy c-means technique (MFCT2)

The proposal technique consists from a set of steps, the following flowchart illustrates of proposed technique in the figure below:

In the fuzzy c-means technique, Euclidean distance is a useful attribute for converging to the solution and labelling image pixels into a particular cluster. However, it is sometimes insufficient to define all the points belonging to this cluster. Some points had a small distance and were classified within this cluster. However, they did not belong to this cluster because of intersecting image pixels. Therefore, in this study, the fuzzy c-means technique was updated to include all points. Image information can be classified, and clusters depend on the analysis of image features such as grey-value intensities and the measure of the fuzziness metric. It can update the center of the cluster and the membership degree based on these features instead of only optimizing the distance between the image data and the center of the cluster. The center of the cluster and membership degree were updated using Equations (3) and (4). Therefore, we conscripted eight fuzzy rules as follows (\( E_n \) is entropy, SD is the standard deviation and C is contrast):

**Rule 1**: If \( FE \) is high, SD is high and \( C \) is low then updates centroid.

**Rule 2**: If \( FE \) is high, \( CD \) is low and \( C \) is low then pick out centroid.

**Rule 3**: If \( FE \) is high, \( CD \) is high and \( C \) is low then update centroid.

**Rule 4**: If \( FE \) is low, \( CD \) is low and \( C \) is high then update centroid.

**Rule 5**: If \( FE \) is low, \( CD \) is high and \( C \) is high then update centroid.

**Rule 6**: If \( FE \) is low, SD is low and \( C \) is low then pick out centroid.

**Rule 7**: If \( FE \) is high, \( CD \) is high and \( C \) is high then update centroid.

**Rule 8**: If \( FE \) is high, SD is high and \( C \) is high then update centroid.
Rule 8: If $\text{FE}$ is low, $\text{CD}$ is high and $\text{C}$ is low then pick out centroid.

The algorithm steps of the modified fuzzy c-means technique are summarized as follows:

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Step 1</strong></td>
<td>Input colour megakaryocyte images, decompose colour image (RBG) into three components (Red, Green and Blue) then select the most suitable component. From this image select the interest area of the image (sub-image).</td>
</tr>
<tr>
<td><strong>Step 2</strong></td>
<td>Assign the number of clusters (objects) and vector of image features will be involved in the fuzzy c-means algorithm such as standard deviation (SD), fuzzy entropy (FN) and Contrast (C). This depends on the objective of segmentation, in the case of megakaryocyte cell, two objects (nucleus and cytoplasm) will be extracted.</td>
</tr>
<tr>
<td><strong>Step 3</strong></td>
<td>Fuzzification using membership matrix $G = {g_{ij}}$ and evaluate standard deviation (SD), fuzzy entropy (FN) and Contrast (C).</td>
</tr>
<tr>
<td><strong>Step 4</strong></td>
<td>Start with first value of the center of clusters and compute the distance of each data point to the centers using equation (4) and equation (5) respectively.</td>
</tr>
<tr>
<td><strong>Step 5</strong></td>
<td>Check standard deviation (SD), fuzzy entropy (FN) and Contrast (C) of each point of the image based on the eight fuzzy rules to make a decision either renew the fuzzy partition matrix and clustering center or not.</td>
</tr>
<tr>
<td><strong>Step 6</strong></td>
<td>Determine membership degree of each point of image dataset to each center.</td>
</tr>
<tr>
<td><strong>Step 7</strong></td>
<td>Based on the calculated membership degree compute the new centers of each cluster using equation (4) then go to the step 5</td>
</tr>
<tr>
<td><strong>Step 8</strong></td>
<td>Repeat steps until achieve the condition in the fuzzy rules and pick out convenient center and membership degree of points of cluster. Detect the similarity between unlabeled data and centroid in term of the values of standard deviation (SD), fuzzy entropy (FN) and Contrast (C).</td>
</tr>
</tbody>
</table>

3. Experiments and results

After the subsequent steps, the first colour megakaryocyte image was decomposed into three components (red, green and blue). The red component was selected because the colour of the image tended toward this colour, and the image was clearer than the other components (see the figure below):

![Colour megakaryocyte image](image)

**Figure (3):** represents the color image acquired (RBG) and the one obtained after decomposition.

The updated fuzzy c-means clustering method was applied to megakaryocyte images after preprocessing in the previous steps. The proposed image segmentation technique was compared with another image segmentation method described in a previous study [19]. Figure (4) illustrates the output images obtained using these techniques.

The next stage was to verify the validity of the computed measurements in all growth phases using quantitative metrics (sensitivity, specificity, recall, precision and accuracy), which required the estimation of the agreement between the segmented images and ground truth images (reference images). This was achieved by calculating a set of image information: true positive, true negative, false negative and true negative [24,25]. These metrics were applied to evaluate the performance of both methods for the segmentation of the nucleus and cytoplasm based on the obtained cluster. Thus, the cytoplasm was segmented into a particular cluster, and the nucleus had another cluster. Efficacious techniques can be developed for segmenting nuclei and cytoplasm.

![Segmentation using Modified Fuzzy C Means Technique2 (MFCT2).](image)

**Figure (4):** shows output images after applying MFCT2 and MFCT2.
As shown in Figure (5), sample 5 of the image data demonstrated the remarkable performance of the proposed technique compared with the result of image detection using MFCT1. The shapes of the nucleus and cytoplasm were clear and less noisy. The resultant image obtained using the fuzzy c-means segmentation technique included additional information about the nucleus and cytoplasm. This hindered the complete separation of the morphological features of the cytoplasm and nucleus in the megakaryocyte images. The extraction of image properties significantly supports centroid detection and is more accurate than the MFCT1, which depends only on the evaluation of the closest distance. For most image samples, the proposed method showed much better accuracy than MFCT1. Considering 45 samples of megakaryocyte images, the accuracy of cytoplasmic clustering was approximately 18% higher than that of the fuzzy c-means technique. The mean accuracy of the nucleus presented as a cluster using the proposed method was approximately 7% higher than that of the same cluster obtained using the MFCT1.

4. Discussions

The evaluation of the closest Euclidean distance between the image pixels and centroid is the major factor that controls clustering in the fuzzy c-means technique. However, the dominant limitation of this technique is that it specifies a suitable centroid for a cluster [26, 27]. The Euclidean distance cannot provide indications for grouping pixels as clusters, particularly in medical images (grey-level intensities interrupted with each other). Pixels that are close to the centroid but belong to another region can be grouped together. Furthermore, recently, we carried out recent technique (MFCT1) that depends on the intelligent selection of Euclidean distance [19]. However, it is not sufficient to extract all pixels set which describe megakaryocyte components due to this image is affected by other factors. Therefore, we proposed and updated the modification of fuzzy c-means technique to improve the performance of the megakaryocyte components separation (MFCT2). The quantitative evaluations (sensitivity, specificity, recall, precision and accuracy) showed the superiority of the recent modified fuzzy c-means compared with previous technique (MFCT1), as shown in Figure (5). The dependence on the extraction image properties supports accurate centroid detection.
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