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1. Introduction: 
One of the most prevalent malignancies in 

females is breast cancer, which begins in the breast 
and spreads to other body areas[1][2][3][4]. It is the 
most common cancer in females, accounting for 
approximately 12% of new cases overall and 25% of 
all malignancies worldwide[5]. According to the Iraqi 
Ministry of Health statistics on cancer types for the 
year 2020, breast cancer is the most common tumour 
type among women, accounting for 7,515 (37.9%) 
cancer cases [6]. Medical ultrasound imaging offers 
some benefits, including being non-invasive, 
affordable, efficient, safe and adaptable. It also plays a 
vital part in the detection and treatment of breast 
tumours. It has emerged as the method of choice for 

the detection of superficial organ disorders early 
on[7][8][9][10]. A subfield of computer science known 
as Artificial Intelligence (AI) can be utilized to develop 
software that can perform tasks that were previously 
only achievable with human intelligence[11][12][13]. 
AI has been increasingly used in ultrasonography and 
has been shown to be a potent instrument for 
delivering trustworthy detection with greater accuracy 
and efficiency while minimising the effort of 
physicians[14][15][16]. 

Breast cancer detection has been the subject of 
numerous related works, and numerous methods have 
been proposed. In 2016, Nascimento et al. evaluated 
the classification of breast cancer nodules by using 
Support Vector Machines (SVM) with many kernel 
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Abstract  

Breast cancer is one of the greatest frequent tumours among females in Iraq. 

Medical ultrasound imaging has become a common modality for breast 

tumour imaging because of its ease of use, low cost, and safety. In the 

present study, Convolutional Neural Network (CNN) feature extraction 

approaches were used to classify breast ultrasound imaging. The CNN model 

used is composed of four-layer for breast cancer ultrasound image analysis. 

Two types of free datasets were used. These data were divided into groups A 

and B. Group A has three classes, namely benign, malignant and normal, 

while group B has two classes, namely, benign and malignant. The proposed 

technique was assessed based on its accuracy, precision, F1 score and recall. 

The model's classification accuracy for data A was 96%, whereas for data B 

was 100%. 

Keywords: Breast Cancer, CNN, Ultrasound, Feature Extraction, Medical 

Imaging 

تحسين تصنيف اورام الثدي بالموجات فوق الصوتية من خلال تصميم موديل 

 للش بكة العصبية التلافيفية ذات التعلم العميق

هديل قاسم وادي, د. زينب الجوباوي, الياس جانكايا هبة ضياء الربيعي, أ م.د.  

 الخلاصة

سرطان الثدي من أ كثر أ نواع السرطانات انتشارا بين النساء العرقيات. أ صبح التصوير الطبي بالموجات يعتبر  

في هذه   .فوق الصوتية طريقة شائعة لتصوير سرطان الثدي بسبب سهولة اس تخدامه وانخفاض تكلفته وامانه

يتكون  .صور الثدي بالموجات فوق الصوتية لتصنيف (CNN) ميزةالدراسة تم اس تخدام طرق اس تخراج 

تم اس تخدام  .المس تخدم من أ ربع طبقات لتحليل صور الموجات فوق الصوتية لسرطان الثدي CNNنموذج 

تتكون المجموعة )أ (من ثلاث  .تم تقس يم البيانات الى المجموعة )أ ( و)ب( .نوعين من مجموعة البيانات المجانية

تم تقييم الطريقة  .بينما تتكون المجموعة )ب( من فئتين وهما حميدة وخبيثة فئات، حميدة وخبيثة وطبيعية

 .للبيانات )ب( %100للبيانات )أ ( و %96حقق النموذج دقة بنس بة  .المقترحة بناء على دقتها
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groupings and Neural Networks (NN) with numerous 
halt standards. A scalar feature selection method with 
the association was employed to decrease the feature 
images after 22 morphological characteristics from the 
contour of 100 breast ultrasound dataset were used as 
input for classifiers. The finest results got for accuracy 
were 96.98% [17]. In 2019, Hijab et al. conducted a 
CNN model design for the classification of 1,300 
breast ultrasound images. A data augmentation step 
was performed before the implementation of three 
approaches. A CNN model was trained from zero, a 
pretrained VGG-16 model, and a fine-tuned version 
of a pretrained VGG-16 model. Stochastic gradient 
descent was used to update the weights of the network 
of the fine-tuned VGG16 model. The calibrated 
model attained 97% precision and 98% AUC [18]. 

In 2020, Wang et al. proposed a CNN model 
design for the classification of 316 breast cancers (135 
malignant and 181 benign). Lesion features were 
extracted using a modified Inception-v3 model 
(CNN). Considering that automated breast ultrasound 
dataset can be seen in together crosswise and coronal 
views, CNN is an effective method for extracting 
multiview features from both views. By using multi-
view plans, CNN can categorize breast tumours well 
with a sensitivity of 0.886 and a specificity of 0.876  
[19]. In 2022, Jabeen et al. used 780 ultrasound images 
to classify breast tumours. The proposed technique is 
comprised of several successive stages. The breast 
images were first augmented and then retrained with a 
DarkNet-53 transfer-learning model. Following that, 
the features from the pooling layer were extracted, and 
the finest feature was identified using two distinct 
optimization techniques, such as the Reformed Gray 
Wolf (RGW) optimization algorithm and the 
Reformed Differential Evaluation algorithm (DE). 
The selected features were lastly merged using a 
proposed approach, and then classified by machine 
learning algorithms. The proposed technique attained 
the uppermost level of accuracy of 99.1%[20]. In 2023, 
Alnedawe and Aljobouri, proposed the convolutional 
neural network (CNN) model for feature extraction 
and the support vector machine (SVM) model for 
classifying axial lung CT scans into two groups 
(COVID-19 and NonCOVID-19) A dataset of 960 
CT scan slices acquired from Iraqi patients at the Ibn 
Al-Nafis teaching hospital was employed. According 
to the results, the proposed method produced a high-
quality model for the collected dataset, with an overall 
accuracy of 98.95% and an overall recall of 97%[21]. 

In the present work, a CNN model was used to 
classify breast cancer ultrasound images by extracting 
features from a convolution layer. The CNN model 
contains four convolution layers, two Max_Pooling2D 
layers, and four batch normalization layers. The model 
was applied to two different types of data to verify its 
performance and obtain the best results. According to 
experiment results, the proposed approach 
outperforms state-of-the-art algorithms in terms of 
accuracy. The aim of this work is to serve as a guide 
for us to apply the model to real data collected from a 
medical Iraqi center. 

 
 

2. Methodology 
The goal of this research is to appliance a CNN 

feature-based model that would assist radiologists in 
overloaded medical centers in the efficient detection 
of malignant and benign breast dataset using 
convolutional neural network dense layers. 

 
Figure (1): The proposed model. 

 

2.1 Dataset 
The free breast ultrasound image data used in this 

work were divided into groups A and B. The dataset in 
group A includes 780 images with a mean image size 
of 500 pixels by 500 pixels. The dataset is in PNG 
format. The original images are shown with ground-
truth images. They were categorised into 3 classes, 
namely, benign, malignant and normal. Data were 
collected at the baseline, and the total number of 
patients is 600, which were all womanly. The data 
include breast ultrasound dataset among females aged 
25–75. The data were collected in 2018  [22].  

The data in group B ultrasound images are related 
to benign and malignant breast cancers. The images 
have been augmented by rotation and sharpening to 
produce 9,016 images with an average image size of 
256 pixels by 256 pixels. The images are in PNG and 
JPG format. In the present study, the PNG format 
was used [23]. 

 
(1)                                         (2) 
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(3) 

Figure (2): Group A: 1) Benign, 2) Malignant and 3)   
Normal 

 

 
(1)                                     (2) 

Figure (3): Group B: 1) Benign and 2) Malignant 

2.2 Pre-processing 
Number of pixels used to display an image. The 

ultrasound images of the breasts should be resized to 
100 pixels ×100 pixels and 224 pixels ×224 pixels. 
Augmentation images were used in group (A) to 
obtain the best result by rotating left, rotating right, 
flipping vertically and flipping horizontally. 
Normalisation ensures that all variance values are 
between 0 and 1 by dividing the original data by 255. 
Normalisation may be quite useful for forecasting. 
Normalisation is extremely advantageous for neural 
network-based classification techniques. 

 

3. Feature Extraction  
Deep learning models were applied in medical 

imaging systems for extracting features routinely. In 

the present study, feature extractors were used in the 
proposed CNN model to categorize breast tumours.  
A convolutional neural network is a kind of deep 
learning that has many layer hierarchies. CNN 
translates the pixels in an image into features. Later, 
the features are employed for classification and 
detection. In the current work, the convolution layer 
was used to extract CNN features. 
3.1 CNN Feature 
Convolutional neural network was used to extract 
elevated features from the breast ultrasound images. 
The proposed CNN model layers are as follows: 

1. Conv2D: filter size of layer the convolutional, 
3×3; number of filters, 32; and padding = 'same'; 
and activation function, Relu. 

2. Conv2D: filter size of layer the convolutional, 
3×3, number of filters, 32; and activation 
function, Relu. 

3. MaxPooling2D. 
4. Conv2D. filter size of layer the convolutional, 

3×3; number of filters, 64; and activation 
function, Relu. 

5. Conv2D: filter size of layer the convolutional, 
3×3; number of filters, 64; and activation 
function, Relu. 

6. MaxPooling2D. 
7. The flatten feature vector length for data A is 

9,216, while that for data B is 50,176. 
 

4. Classification  
The fully connected layers were used to classify 

the images into three classes in group A and two 
classes in group B. 

1. Dense unite (128), and Activation function is 
(Relu). 

2. Dropout (0.2). 
3. Dense activation function for multi-

classification is ‘SoftMax’. 

 

Figure (4): the structure of the CNN architecture 
 

5. Results 
This study proposed the use of CNN features to 
classify the images into group A as normal, benign and 
malignant and group B as benign and malignant. The 
confusion matrix was used to calculate the model 
accuracy, precision, F1 score and recall. Figure 5 
displays confusion matrices obtained during the model 

construction in this research, where the x-axis 
represents predicted labels, and the y-axis shows real 
labels. 
 The following formulas have used false negative (FN), 
false   positive (FP), true negative (TN), and true 
positive (TP) values: 
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𝑨𝒄𝒄𝒖𝒓𝒂𝒄𝒚 =  ((𝑻𝑷 + 𝑻𝑵) / (𝑻𝑷 + 𝑭𝑷 + 𝑭𝑵 + 𝑻𝑵))  ∗ 𝟏𝟎𝟎%                                                               … 1 

𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 =  (𝑻𝑷 / (𝑻𝑷 + 𝑭𝑷))  ∗ 𝟏𝟎𝟎%                                                                                                      … 2 

𝑹𝒆𝒄𝒂𝒍𝒍 =  (𝑻𝑷 / (𝑻𝑷 + 𝑭𝑵))  ∗ 𝟏𝟎𝟎%                                                                                                 … 3 

𝑭𝟏 𝑺𝒄𝒐𝒓𝒆 =  (𝟐 ∗ (𝑹𝒆𝒄𝒂𝒍𝒍 ∗  𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏) / (𝑹𝒆𝒄𝒂𝒍𝒍 +  𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏))  ∗ 𝟏𝟎𝟎%                             … 4 
 
For the model, loss and accuracy curves were plotted. 
Figure 5 shows the model accuracy schemes, in which 
the x-axis signifies the number of epochs, and the y-
axis signifies the accuracy over the identical epoch and 
the loss schemes with the x-axis representing the 
number of epochs and the y-axis representing the loss 

over the identical epoch. The schemes show the 
model’s performance throughout ten epochs during 
the training and testing stages. The data was split into 
two parts with 80% for training and 20% for testing. 
 

 
a) CNN Group A                                                   b) CNN group B 

Figure (5): Confusion matrix of the true positive (TP), true negative (TN), false negative (FN), false positive (FP) 
values for CNN feature model (a) and (b) 

 
a) CNN Group A 

 
b) CNN Group B 

Figure (6): Representative schemes of model accuracy and model loss schemes. The schemes signify the model 
performance for ten epochs during training and testing phases. (a), (b) the performance of the model depending on 

CNN features 
 
The CNN-based model when using data (A) achieved 
an accuracy of (96%), while the accuracy is (100%) 
when data (B) was used. Tables 1 and 2 below detail 
the model's performance in terms of precision, recall, 
F1-score, and accuracy. 
 

Table (1): Results of the CNN model of data A 

Classes Precision Recall 
F1-

score 
Accuracy 

Normal 95% 94% 95% 96% 

Benign 94% 96% 95% 

Malignant 100% 99% 100% 
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Table (2). Results of the CNN model of data B 

Classes Precision Recall 
F1-

score 
Accuracy 

Benign 100% 100% 100% 100% 

Malignant 100% 100% 100% 

 
6. Discussion  

In the present study article, a classification model 
was implemented to classify two group of breast 
ultrasound images into group A (437 benign, 210 
malignant and 133 normal) and group B (400 benign 
and 400 malignant). Convolutional neural network was 
used to extract elevated features from the breast 
ultrasound images. Then, CNN features were 
employed to detect relevant texture features in the 
images for classification. In 2022, Ragab et al. used 
data A and employed the transfer learning (VGG-16, 
VGG-19 and Squeeze Net) method for feature  
extraction [24]. Jabeen et al. used data A to classify 
breast tumours by using the DarkNet-53 transfer 
learning model [18]. In the proposed work, the CNN 
model with data A achieved 96% accuracy 96%, while 
the best accuracy of 100% was obtained when using 
data (B) with the CNN model. 

 

Method Data Author Accuracy 

CNN, 
VGG19 and 
ResNet152 

ultrasound 
images of 

1536 
breast 
masses 

2019, 
Tanaka 
et al.[25] 

95% 

CNN, 
VGGNet, 

ResNet, and 
DenseNet 

1687 
tumors in 

the 
dataset 

2020, 
Moon et 
al.[26] 

94% 

CNN 
Breast 

ultrasound 
images 

Proposed 
model 

96%,100% 

 

7. Conclusion 
The breast cancer ranking model was established 

using a convolutional neural network for feature 
extraction and classification. The CNN model used is 
composed of four-layer for breast cancer ultrasound 
image analysis. Two datasets were used, namely, 
datasets A and B. The data augmentation method was 
used to obtain the best performance. The proposed 
model was trained on breast ultrasound image datasets 
to classify cancerous, non-cancerous and normal 
images. The model provided the best classification 
accuracy for data B from data A. This model could be 
a viable solution for Iraq's challenging clinical 
environment. Considering the lack in terms of medical 
study and diagnosis possibilities, this model was 
created to assist the radiologist in the diagnosis 
process as well as to increase the number of patients 
receiving medical care by diminishing the time 
consumed on normal breast images. 
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